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Abstract
In recent years, numerous scholars have highlighted how financial constraints to investments in intangible capital might have a significant impact upon the pace of technological change, particularly for economies characterized by a distribution of firm size heavily skewed towards small and medium enterprises. In this paper, we investigate the issue of financial constraints to innovation in SMEs in Italy with respect to the future changes in the banking system, which will be driven by the adoption of the new version of the Basel Capital Accord, scheduled to be implemented after 2006. The study is based on firm-level data from the Mediocredito survey (2004). The availability of a qualitative indicator of financial constraints allows us to estimate possible determinants of credit rationing. Our empirical analysis is twofold: first, we implement a probit model in order to observe if the indicators of R&D intensity still exert some significant impact on the probability of being denied (or not) additional credit. After deriving these results, which in general suggest a weak effect of the variables accounting for R&D intensity on the probability of a firm declaring the need of additional financial resources, we perform a simulation on the potential impacts of the adoption of the Basel II capital requirements by Italian banks on lending conditions to small and medium enterprises involved in product innovation.
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1. Introduction 
In recent years, numerous scholars have highlighted how financial constraints to investments in intangible capital might have a significant impact upon the pace of technological change, particularly for economies characterized by a distribution of firm size heavily skewed towards small and medium enterprises (Carpenter and Petersen, 2002; Hall, 2002). While there is now a large amount of empirical evidence on the presence of liquidity constraints for SMEs involved in R&D activities, the market response to this failure, namely the venture capital and private equity industry, still appears to be rather underdeveloped in many European countries
. Such situation calls for a deeper reflection on the role of traditional financial intermediaries in supporting innovation activities. This issue has been investigated according to different perspectives. On one side, an important stream of literature has supported the key role of financial institutions in selecting more valuable innovators, hence enabling and fostering technological change and growth (Levine, 1993). Most of these studies focus on the analysis of the general relationship, for different geographical levels, between the degrees of development and density of the financial system and local growth rates or innovation performances
. 
A second set of researches has focused on the dynamics of the credit market for innovative firms. In this case, the literature seems to highlight on the whole a rather limited capability of traditional financial intermediaries in sustaining innovation investments
. 

In this paper, we investigate the issue of the relationship between traditional credit suppliers and SMEs in Italy, using recent survey data from the Mediocredito database. The survey offers the possibility to develop qualitative indicators of the existence of credit rationing based on firms’ own assessment, which allow us to estimate possible determinants of financial constraints. In a companion paper (Scellato, 2006), we adopted the traditional modeling approach based on the analysis of investment-cash flow sensitivities with panel data (Fazzari et al. 1988; Cleary, 1999), finding that the presence of liquidity constraints on physical capital investments forces medium-sized Italian manufacturing companies to delay the initial start of in-house research and development activities for product enhancement. 

With respect to this context, in this paper we specifically investigate the theme of financial constraints to innovation in SMEs with respect to the future changes in the banking system, which will be driven by the adoption of the new version of the Basel Capital Accord, scheduled to be implemented after 2006. In particular, we address the part of the Accord which requires the adoption by banks of a new system for fixing capital requirements as a function of the creditworthiness of borrowers and we analyze to what extent such new practices might influence lending strategies for SMEs involved in product innovation. 
According to these objectives, our empirical analysis is twofold: first, we implement a probit model in order to observe if, after controlling for traditional measures of firms’ financial performance and profitability, the indicators of R&D intensity still exert some significant impact on the probability of being denied  additional credit. Our measures of R&D intensity are based on financial accounting and survey data. After deriving these results, which in general suggest a weak effect of these variables on the probability of a firm declaring the need of additional financial resources, we perform a simulation on the potential impacts of the adoption of the Basel II capital requirements by Italian banks on lending conditions to innovative small and medium enterprises. 

The rationale for the latter analysis is the following one. To the extent that in banks’ risk assessment R&D related variables appear to be out-weighted by traditional indicators relating to firms’ financial structure, it might be the case that a positive correlation between unobserved R&D intensity and default predictions based on standard models will cause an additional contraction in the availability of financial resources for innovative SMEs. In exploring this hypothesis, we implement a simulation on our sample of 2168 manufacturing companies introducing the rules for bank capital requirements imposed by the new Basel Accord. As it will be discussed in details in the following sections, Basel II introduces a system for fixing bank capital requirements (minimum capital requirements currently amount to 8% of exposure) as a function of the degree of risk of borrowers. Hence, if innovative SMEs show a higher idiosyncratic risk, the bank in its portfolio optimization process might either ask to this category of firms higher interest rates to compensate for the higher capital requirements, or simply deny credit to them. Previous studies, also in Italy, have investigated the effects of the new Basel Capital Accord on bank credit exposures to SMEs, but there is no previous evidence for the specific impact on small and medium firms involved in innovation activities. It is important to stress one point concerning the results of previous analyses on the expected impacts of new Basel rules
. In particular, they appear to be rather sensitive to the methods implemented to estimate the firms’ probabilities of default in order to classify borrowers
. Therefore in our paper we apply two default prediction models developed by scholars in the recent past. These models are based on balance sheet data and are derived by means of logit analyses on samples of defaulted and non defaulted companies. Moving to the results of our simulations, we obtain that the introduction of the new rules is likely to have a moderate impact on banks’ capital requirements when considering the possibility for the bank to pool together all our companies. 
At the same time, when focusing on the sub-sample of companies which declare to be involved in innovation activities we obtain, for both the methods implemented to evaluate firms’ probability of default, an increase in banks’ capital requirements, which in turn might cause a deterioration in the expected credit conditions applied to this sub-sample of companies. 
However, it is worth stressing that in its actual implementation, the Basel Accord will potentially deliver significantly different results, in terms of lending conditions, as a consequence of the alternative rules banks are allowed to choose, of differences in banks’ internal methodologies and on subjective judgments in the validation of such methodologies by supervisors. 
With respect to the latter point, we carried out a sensitivity analysis for a set of parameters used to estimate capital requirements. Final results reveal to be highly sensitive to changes in Loss Given Default (the share of the loan which is lost by the bank in case of default). We argue that this feature might exert a major impact, especially for small innovative companies endowed with a limited amount of collateralisable assets. Finally, we stress that our simulation is based on the assumption that a bank has the opportunity to fully diversify its portfolio across a variety of companies (consider that our sample is stratified on geographical and sectoral basis). In this perspective, our estimated effects of the new rules could be influenced by such hypothesis, which might not hold for banks operating in specific territorial or sectoral areas.

The overall evidence seems to suggest the presence of a situation characterized by a still limited role of the banking sector in R&D-related financing for small and medium enterprises. In fact, besides our models’ results, such situation is well reflected by summary data on financial sources for innovation projects: on average retained earnings cover nearly 80% of the annual expenditures, while long-term debt accounts for only 9.7% of them. This implies a pro-cyclical investment behavior which turns to be highly incompatible with the smooth investments path typically required to sustain innovation processes. Within such context, the new Basel II rules, the impact of which for banks is rather limited, due to the possibility to pool risk together, do not appear to ease fundraising for smaller companies endowed with limited collateral physical assets, which is typically the case for R&D intensive growing companies.       

The paper is organized as follows. In section two we survey the main contributions on the theme of financial constraints to investment in innovation. The third section is devoted to a brief overview of the contents of the new Basel Accord, focusing the analysis on the issues related to banks’ capital requirements. In that section we also review some empirical papers that have explored the expected effects of the introduction of the new Accord rules on SMEs.  In section four, we show the main characteristics of the data used. Section five reports summary statistics and results. Finally, section six provides concluding remarks on the potential implications of the analysis within the specific context of the Italian economy.   
2. Contributions on financial constraints and innovation
It is a widely held view that research and development activities are potentially subject to severe borrowing constraints. 
The theoretical foundations of this evidence pertain the asymmetric information literature, which postulated the existence of an informational advantage of entrepreneurs over financiers about the quality of investment projects, thus predicting the existence of rationing when external finance is represented by bank debt (Jensen and Meckling (1976); Stiglitz and Weiss (1981); Myers and Majluf (1984); Hellmann and Stiglitz (2000)).  This stream of literature essentially addressed credit rationing in a context of investment in tangible capital. The shift towards R&D investment financing clearly introduces an additional set of issues which are likely to exacerbate informational problems, leading to a contraction in financing incentives. Following Hall (2002) it is possible to summarise such effects according to the following points. First, innovative investments contain a large part of intangible assets which cannot be used as collateral to secure firms’ borrowing (Lev, 2001). A second pervasive aspect is related to the uncertainty which characterizes R&D investments and to the absence of a secondary market for R&D outputs. Lastly, there is a poor availability of analytical instruments able to capture and correctly estimate the expected future revenues of innovative activities (Encaoua et al, 2000). 
The empirical measurement of the presence and extent of financial constraints to investment has undergone a long debate about the best suited econometric tools, since the approach developed by Fazzari, Hubbard and Petersen (1988), which was based on the analysis of investment-cash flow sensitivities. Adopting a pecking-order theoretical approach (Myers, 1984)
, they suggest that investment decisions of firms that are more likely to face financial constraints are more sensitive to firm liquidity than those of less constrained firms. Hence, high investment-cash flow sensitivities along time can be interpreted as evidence for the existence of information-driven capital market imperfections. A large literature on the relationship between cash flow and investment followed Fazzari et al. (1988)’s work (see Hubbard (1998) and Schiantarelli (1995) for a review). A significant challenge to their conclusions came with Kaplan and Zingales (1997). Contrary to previous evidence, they found that investment decisions of the least financially constrained firms were the most sensitive to the availability of cashflow. Their results were supported by Cleary (1999), who measured financing constraints by a multiple discriminant analysis from several financial variables. Overall, the argument put forward by these authors was that investment cash-flow sensitivity may not be always interpreted as revealing the existence of financial constraints because investment demand is difficult to measure and cash flow may be positively correlated with it. A wide debate followed (Fazzari, Hubbard and Petersen (2000); Kaplan and Zingales (2000); Allayannis and Mozumdar (2004), Cleary et al. (2004)), suggesting that the controversy on what might cause the observed correlation between investment and cash flow is far from conclusion.
Following the approach of the aforementioned studies on investment and financial constraints, empirical evidence of the effects of financial markets’ imperfections on innovation has largely been based on the sensitivity of R&D expenditure to the firm’s cash flow (see Hall (2002) for a review). Although a number of studies found a significant cash-flow effect on R&D investments and interpreted this as evidence that innovative firms are credit constrained (Himmelberg and Petersen (1994); Mulkay et al., 2001; Hao and Jaffe (1993); Hall (1992)), this conclusion does not always hold (Harhoff (1998); Bond et al (1999) for German firms).  The main problem in testing the impact of financial constraints on R&D investments is that both the level of expenditures on R&D and measures of liquidity might be correlated with a third variable, namely the expected future revenues of the firm.
 
In order to avoid the traditional problems linked to the interpretation of cash flow effects, there are a few other studies which address the issue of financial constraints to innovative activities by relying on surveys (Guiso (1998); Savignac (2005); Atzeni and Piga (2005)).
Savignac (2005) estimated the impact of financial constraints on the decision to engage in innovative activities through a recursive bivariate probit model. He showed that the likelihood that a firm will start innovative projects is significantly reduced by the existence of financial constraints. Moreover the fact of being credit constrained is dependent on the firm’s ex-ante financial structure, past economic performance and sector-based factors. For the Italian context, Guiso (1998) related the probability of being credit constrained to observable characteristics of firms, grouping companies into high-tech and low tech ones. The estimates showed that high-tech firms are more likely to be constrained in credit markets than firms undertaking traditional investment projects. Different results are provided by Atzeni and Piga (2005) who estimated a bivariate probit model to capture both the extent to which R&D intensive firms are liquidity constrained and their decision to apply for credit. The authors found that firms with high-levels of R&D expenditures do not seem to be credit rationed, suggesting an inverse U-shaped relationship between R&D activity and the probability of being liquidity-constrained.
3. The main features of the Basel II Capital Accord

In June 2004 the Basel Committee on Banking Supervision issued a revised framework on International Convergence of Capital Measurement and Capital Standards that became known as the Basel II Accord. The reform relies on three pillars: a new capital requirements system, the assessment of risk control systems and capital adequacy policies by national supervisory authorities and a more efficient use of market discipline. The contents of this paper deal with the expected effects of  the first pillar of the agreement. The revision of the 1988 version of the document
 (which set a capital ratio at 8% of risk-adjusted assets) was done with the aim of improving the risk-sensitivity of capital requirements, providing more flexibility in their calculation and reducing the scope for regulatory arbitrage. The Accord proposes a two-layer regime for the relationship between capital requirements and the treatment of credit risk: a standardized approach
, where risk weights are partially based on external ratings (such as those provided by rating agencies or other qualified institutions); an internal ratings-based approach (IRB), which gives the bank varying degrees of autonomy in the estimate of the parameters determining risk weightings. The latter system is clearly expected to be the most widely used, given the limited availability of external ratings, particularly for those economies in which there are few listed companies and SMEs account for the largest share of the overall firms’ population. 

The IRB system is in turn divided into two different methodologies which can be adopted by the bank: the Foundation Approach and the Advanced Approach. Under the Foundation only the probability of default (PD) is internally estimated, while loss given default (LGD), exposure at default (EAD) and maturity (M) are assigned on the basis of supervisory rules. Conversely, if adopting the Advanced Approach a bank can also produce its own estimates for LGD, EAD and M.
 Regulatory capital requirements are then derived, through a set of mathematical functions defined in the Accord, from the probabilities of default and from recovery and utilization rates.

A wide debate emerged in relation to the treatment of bank credit exposures to small and medium sized enterprises in terms of minimum capital requirements (see Fabi et al., 2001; Dietsch and Petey, 2002; Meier-Ewert, 2002). Serious concerns were raised that the proposed formulas for the calculation of capital requirements for SMEs were too stringent (leading to too high capital charges and consequently to credit rationing), since they relied on the assumption that small firms are generally characterized by relatively high probabilities of default, as compared with large business. 
As a result, from the beginning of the capital adequacy reform process (1999), formulas to calculate risk weights linked to SMEs were changed three times. More precisely, the Basel Committee introduced different risk-weight functions for SMEs and large business, with a size-adjustment in the risk-weight formula for firms with turnover between €5 and €50 million (June 2004, par. 272-273)
. Moreover banks are allowed to consider as retail SMEs with turnover between €1 and €5, provided that their total exposure to any one firm remains below €1 million. In that case the credit must be managed as a retail exposure on a pooled basis (June 2004, par. 330). 

Following the above considerations on the Basel II agreement, we now turn to briefly review some of the most important contributions which in recent years have dealt with the possible effects of the implementation of the Accord on SMEs. On the whole, the empirical analyses seem to agree on the fact that the new Basel Capital Accord will not lead to higher capital charges for SMEs, either if the Standardized or the IRB approach is used.
Altman and Sabato (2005), using data on SMEs from three different countries (USA, Italy and Australia), quantified the expected effects on bank capital requirements when considering a small firm as either retail or corporate. In particular, their results showed that for all countries, banks will have significant benefits, in terms of lower capital requirements, when considering SMEs as retail. However, the same does not always hold when they are treated as corporate exposures. 
Schwaiger (2002) calculated bank capital requirements for a sample of Austrian enterprises with revenues between €1 and €50 million, using the formula contained in the October 2002 version of the Accord
 and considering SMEs only as corporate. He demonstrated that the new Accord will lower banks’ capital requirements for the SMEs segment. The same exercise is undertaken by Saurina and Trucharte (2004) for the Spanish economy. The authors argued that capital requirements for exposures to SMEs might diminish substantially with the new Accord using the Standardized Approach. Their conclusion was that there is not a significant incentive for Spanish banks to adopt the IRB approach, unless they are able to manage their credit portfolios efficiently. However, as Altman and Sabato (2005) pointed out, Saurina and Trucharte (2004)’s results could be affected by the fact that no rating classes or exposure weights are used to calculate capital requirements with the IRB approach. 
Hence, most of the present evidence based on simulations seems to agree on a positive or at least neutral future impact of the Basel II rules on conditions for the provision of finance to SMEs. However, it is important to highlight that these studies have pooled together all the sample companies used in the simulation, while it might be the case that specific segments of companies (characterised by peculiar characteristics in terms of financial ratios and collateral physical assets) will experience detrimental effects from the application of the same rules.  The next two sections are dedicated to this specific topic, with a focus on the segment of firms involved in product innovation. 
4. Sample characteristics and summary statistics
The paper is based on a dataset which is derived from a survey on Italian manufacturing firms undertaken in 2004 by Mediocredito Centrale, a credit institution currently part of Capitalia, an Italian banking group. The survey data are coupled with complete balance sheet data for year 2003. The initial sample consisted of 4289 firms which responded to the survey. A series of selection criteria were applied to the sample. We just kept those firms with total sales between €5 millions and €50 millions, in order to comply with the Basel II definition of SMEs.
  In particular, we excluded the companies with a turnover below €5 millions, so that in our simulation we will consider all lending as corporate lending. Out of the 2309 firms left, we dropped all those firms other than joint stock companies and those firms which presented missing values in the part of the survey dedicated to the assessment of financial constraints. Our final dataset includes a total of 2168 companies. Such companies are stratified across geographical location and industries on the basis of the whole distribution of Italian manufacturing firms. In the following table we present the sectoral distribution of the analyzed companies according to the ATECO classification codes
. 
Table 1-Sectoral distribution of companies
	code
	Industry
	n. of firms 
	%

	15
	beverage and food industry
	235
	10.84%

	17
	textile industry
	187
	8.63%

	18
	textile product industry
	71
	3.27%

	19
	leather and leather products manufacturing
	83
	3.83%

	20
	wood and wood products manufacturing
	60
	2.77%

	21
	pulp, paper and paper products manufacturing
	58
	2.68%

	22
	publishing, printing
	46
	2.12%

	23
	petroleum and coal products manufacturing
	13
	0.60%

	24
	chemical industry
	135
	6.23%

	25
	plastics and rubber manufacturing
	121
	5.58%

	26
	non-metallic mineral products manufacturing
	119
	5.49%

	27
	Metallurgy
	90
	4.15%

	28
	metal products manufacturing
	268
	12.36%

	29
	mechanical machinery and equipment manufacturing
	309
	14.25%

	30
	computer and electronic manufacturing
	4
	0.18%

	31
	electrical machinery and equipment manufacturing
	79
	3.64%

	32
	telecommunication machinery and equipment manufacturing
	35
	1.61%

	33
	medical, optical and precision equipment manufacturing
	36
	1.66%

	34
	transportation equipment manufacturing
	28
	1.29%

	35
	other transport equipment manufacturing
	19
	0.88%

	 
	other manufacturing industry
	172
	7.93%

	 
	 
	2168
	100.00%


In the following table we summarize the size distribution of the companies included in the final sample.
Table 2-Summary statistics on firm size
	Variables
	Mean
	Std. Dev.
	Min
	Max

	n. of employees
	80.5
	69.5
	11
	1138

	sales (€ mln)
	15.96
	10.23
	5
	49.86

	total assets (€ mln)
	15.58
	14.15
	10.95
	245.52


Since we are interested in the relationship between innovation activities and financial strategies of the analyzed companies, in the following tables we provide evidence of the incidence of the different financial sources both on fixed and R&D investments. The data are extracted from the survey.
A first look on the composition of financial sources for investments clearly stresses the relevance of the phenomenon under investigation. In fact, it emerges a clear-cut evidence about the absolute dominance of  self-financing through retained earnings with respect to other potential financial sources in the studied sample. Self-financing accounts for nearly 47% in supporting physical capital investments, while such percentage increases to 79% when R&D investments are considered. The relatively modest role exerted in the Italian industrial system by the private equity industry and the stock market can be inferred from the low stock market capitalization (just 0.93% of the considered firms are quoted on the stock market) and from the fact that only the 1.2% (fixed investments) and the 0.8% (R&D investments) of financial sources are coming from the private equity industry. Bank debt is the main source of external finance for fixed investments, but its weight falls abruptly when investments in innovation are considered.
Table 3-Percentage incidence of different  financial sources for fixed investments, average over the sample of 2168 firms
	FINANCIAL SOURCES (FIXED INVESTMENTS)
	%

	private equità
	1.2

	self financing
	47.2

	short-term debt
	7.1

	long-term debt at market conditions
	11.8

	long-term debt at advantageous conditions
	8

	public funding
	3.1

	tax incentives
	4.4

	Leasing
	16

	loans from the group
	0.8

	loans from other firms
	0.1

	other sources of financing
	0.3


Table 4-Percentage incidence of different financial sources for R&D investments, average over the sample of 2168 firms
	FINANCIAL SOURCES (R&D INVESTMENTS)
	

	private equity
	0.8

	self financing
	79.4

	long-term debt at market conditions
	5.9

	long-term debt at advantageous conditions
	3.8

	national and EU public funding
	5.8

	tax incentives
	3.4

	other sources of financing
	0.9


With respect to the situation outlined above, one is then legitimate to ask whether such large incidence of cashflow as a mean to finance R&D investments is indeed a reflection of a voluntary firm’s strategy or rather the result of a credit rationing phenomenon. Incidentally, a strong dependence on present cashflow, and hence on business cycle movements, is acknowledged as a major drawback for investments in innovation, which typically require smooth and continuous expenditures profiles over time.  

The second set of variables that will be used in our study concerns the degree of innovativeness of the analyzed companies. A reliable and effective accounting of research activities carried out within companies is acknowledged to be a rather difficult task. This is particularly true when dealing with data for Italian companies, since R&D expenditures are not compulsorily reported among balance sheet data. For these reasons, in assessing the actual degree of innovation intensity of the companies analyzed we opted for pooling different kind of data deriving from the survey. With respect to survey data, out of 2168 firms, 49.8% declared of having sustained expenditures for R&D during the years 2001-2003. However, the actual nature of such expenditures is rather difficult to be assessed, since R&D activities carried out within SMEs are often embedded in standard production activities or, more generally, take the form of informal research or externally acquired services
. When looking at traditional measures of R&D intensity within the sample we obtain the following data.

Table 5- R&D expenditures ( € mln)

	
	Mean
	Std. Err.

	R&D expenditures (2003)
	0.347
	1.843

	R&D expenditures (2002)
	0.333
	1.823

	R&D expenditures (2001)
	0.332
	2.945


Table 6-R&D intensity measures for companies which declare of having invested in R&D, year 2003
	Measure
	Mean
	Std. Err.

	R&D expenditures/sales (2003)
	1.98%
	0.0843

	R&D expenditures/total assets (2003)
	1.94%
	0.0853

	R&D expenditures/ total investments (2003)
	35.13%
	0.2980


The third indicator reported in the above table is of particular interest, since it states the incidence of yearly R&D expenditures over the full amount of investments. When moving from the above input measures of the innovation process to the output side, the survey explicitly asks firms about the introduction of process or product innovations in the years 2001-2003. In the following table we report the main evidence.

Table 7- Incidence of firms that declare of having introduced innovations in years 2001-2003 
	Type of innovations 
	Freq
	%

	Product innovation
	951
	43.82%

	Process innovation
	987
	45.53%

	Organizational innovation related to product innovation
	471
	21.73%

	Organizational innovation related to process innovation
	639
	29.47%

	None
	690
	31.83%


The Mediocredito Centrale survey devotes one section to the issue of firm financing, where entrepreneurs are asked specific questions concerning their firm’s financial needs and difficulties in accessing external finance. In particular, specific questions regarding the firm’s access to the credit market allowed us to directly identify financially constrained firms. The condition of being financially constrained has drawn the attention of several researchers, dating back to  Stiglitz and Weiss (1981), who defined a firm as credit rationed if it does not get as much credit as it wants, although it is willing to meet the conditions set by the lender. A similar view is provided by Hall (2002), according to whom a financial constraint is said to exist when a firm cannot raise external funding at the market price or in order to access external finance it has to pay over it.  As outlined in the section devoted to the literature review, a few recent studies used previous versions of the Mediocredito survey to investigate the issue of financial constraints to investments. In particular, Atzeni and Piga (2005) applied the concept of credit rationing to those firms that declared they wanted more credit and were willing to pay either the current or a higher interest rate but, once applied, were turned down. Guiso (1998) identified analogously credit constrained firms using another dataset on Italian manufacturing firms provided by the Bank of Italy. 
 Our approach slightly differs from the previous ones, in that we decided to consider as credit constrained those firms which declared they wanted more credit in 2003. This decision stems from the consideration that the survey presents some limits in the definition of financial constrained firms. It is in fact rather implicit that a firm which answered positively to the question of whether it would have wanted more credit in the previous year, is a credit constrained firm. We are aware that a positive response could also capture other effects such as what Jappelli (1990) defines the phenomenon of “discouraged borrowers”, namely firms that did not ask for credit because they believed that credit would have been denied anyway.  In the overall sample there is percentage of 12.55% of companies declaring that they would have needed additional credit. Among this sub- sample of 272 firms, 110 firms also declare that they actually asked for additional credit being denied.  Given the possible non univocal interpretations about the behavior of the 162 firms which although stating the need for additional financial resources from the banking sector did not asked for them, we opted for considering the whole sub-sample of 272 firms in the probit model presented in next section
. 

5. Models and results
Our analysis moves from the investigation of the impact of firm-specific R&D related variables on the probability of observing credit rationing. As outlined in the previous section, the survey includes specific information about the possibility of a company facing a situation characterized either by a “discouraged borrowing effect” or by an actual refusal by the financial intermediary on the request of additional credit. In order to explore the potential determinants of such a phenomenon, we rely on a set of traditional financial accounting ratios that are expected to affect the decision of the bank in its lending decisions. Our modeling approach is based on a probit model.  The model contains a set of financial accounting variables, which can be grouped into three categories describing the main aspects of a company’s financial profile: leverage, liquidity and profitability. All the financial ratios are calculated for year 2003. PROD is a dummy variable which is equal to 1 if the firm declares of having carried out product innovations, PROC is a dummy variable which is equal to 1 if the firm declares of having carried out process innovations. CASH is dummy variable which equals one, if the company shows a negative cashflow in year 2003. SETPAV is a dummy variable which is equal to one if the company belongs to an industry classified as “Science Based” according to Pavitt’s taxonomy. We also introduce in the model a dimensional variable (ASSET) defined as the log of the sum of net tangible and intangible assets in year 2003. 
Table 5-List of variables
	Variable 
	Definitions

	LEV
	Liabilities/(liabilities + equity), for year 2003

	ACID
	Short term activities / short term debt, for year 2003

	EBS
	EBIT/sales, for year 2003

	ASSET
	Logarithm of total assets, for year 2003

	AGE
	Logarithm of age

	CASH
	Dummy

	PAV
	Dummy

	RD
	Dummy

	PROC
	Dummy

	PROD
	Dummy

	RDINV
	R&D expenses/total investments, for year 2003

	RDS
	R&D expenses/total sales, for year 2003

	RDTA
	R&D expenses/total assets, for year 2003


In the following table we report the results obtained for the different specifications of our model, in which we use different proxies for the presence of R&D related activities within the company. In the first model, we focus on the effects exerted on the probability of observing financial constraints by variables simply indicating the fact that the company is involved in some form of product or process innovation. In the second set of models we then move to an analysis of the effects of R&D intensity variables.   
Table 6-Probit model results, dependent variable: dummy for requiring additional financial resources†

	
	Model 1
	Model 2
	Model 3

	LEV
	1.775**

(6.33)
	1.755**

(6.24)
	1.764**

(6.29)

	ACID
	-0.643**

(-2.44)
	-0.668**

(-2.53)
	-0.645**

(-2.45)

	EBS
	-0.890*

(-1.80)
	-0.913*

(-1.85)
	-0.900*

(-1.82)

	AGE
	0.172**

(2.77)
	0.169**

(2.72)
	0.166**

(2.66)

	ASSET
	0.037

(0.70)
	0.037

(0.69)
	0.032

(0.59)

	CASH
	0.183**

(2.18)
	0.176**

(2.08)
	0.183**

(2.17)

	PAV
	0.369*

(1.96)
	0.353*

(1.87)
	0.358*

(1.89)

	PROD
	
	0.181**

(2.39)
	

	PROC
	
	-0.093

(-1.22)
	

	RS
	
	
	0.058

(0.78)

	Const
	-3.410**

(-5.53)
	-3.420**

(-5.53)
	-3.356**

(-5.41)


† Robust z-statistics in parentheses **: significant at the 95% level;  *: significant at the 90% level
As expected, the standard financial accounting ratios show significant effects on the probability for the company of facing credit constrains. In particular, higher previous incidence of debts in the firm’s capital structure (LEV) significantly raises such probability, possibly due to a debt-overhang phenomenon (Hart and Moore, 1985). Such effects turn to be stable with respect to different model specifications. At the same time, an higher value of the acid test index is likely to lessen financial constraints. A similar effect, as could be expected, is played by our measure of profitability (EBS). What is relevant for our analysis are the different proxies of innovation activity introduced in models 2 and 3.  First, the dummy variable accounting for product innovation shows a positive significant effect. At the same time, the dummy variable for process innovation has a negative and non significant effect on the probability that the firm declares of needing additional financial resources. Such evidence appears to be reasonable, given the potential differences in the costs involved in the development of new products rather than the incremental change in production processes. Furthermore, the specific degree of uncertainty, as well as asymmetric information between lenders and borrowers, can be reasonably expected to be lower in the case of process innovation. Finally, when inserting our dummy for the presence of R&D expenditures we find a positive, but not significant, effect on the probability that a company is denied additional credit.
Table 7-Probit model on the effects of R&D intensity measures, dependent variable: dummy for requiring additional financial resources†
	
	Model 1
	Model 2
	Model 3

	LEV
	2.097**

(4.72)
	2.099**

(4.72)
	1.935**

(4.13)

	ACID
	-0.912**

(-2.01)
	-0.902**

(-1.99)
	-0.905*

(-1.94)

	EBS
	-2.742**

(-2.81)
	-2.727**

(-2.79)
	-3.395**

(-3.31)

	AGE
	0.287**

(2.92)
	0.284**

(2.88)
	0.273**

(2.62)

	ASSET
	-0.523

(-0.65)
	-0.055

(-0.68)
	-0.085

(-1.01)

	CASH
	0.121

(0.94)
	0.122

(0.95)
	0.179

(1.34)

	PAV
	0.528**

(2.00)
	0.544**

(2.04)
	0.637**

(2.34)

	RDS
	-0.264

(-0.32)
	
	

	RDTA
	
	-1.383

(-0.53)
	

	RDINV
	
	
	-0.037

(-0.19)

	Const
	-3.103**

(-3.31)
	-3.051**

(-3.24)
	-2.612**

(-2.68)


† Robust z-statistics in parentheses

**: significant at the 95% level;  *: significant at the 90% level
The results reported in the above table, in which we have included our measures of R&D intensity,  highlight a rather counterintuitive evidence: in fact,  the ratio of yearly R&D expenditures either on total sales or assets shows a negative and non significant effect on our dependent variable. Such evidence may be interpreted according to different perspectives. On one side, one might argue that, considering the summary data about the financial sources for R&D investment previously presented (on average 79%  coming from self-financing), the companies characterized by higher R&D intensities are those with better financial positions and profitability. Hence, those companies do not require additional financial resources for the simple reason that they entirely build R&D investment strategies on the availability of internal resources. Put differently, the results might be the reflection of a high degree of risk aversion by company managers which delay R&D investments until a sufficient amount of internal financial resources are available. On the other side, one might suggest that the non-significance of the coefficient related to different measures of R&D activity is due to the limited accountability of intangible assets, the potential impact of which is in turn underestimated by the provider of financial resources. Hence, the standard financial accounting ratios based on tangible assets would nearly completely govern the decision of banks. Finally, one might also argue that the non significant effect of R&D intensity measures is a reflection of non-linear phenomena in the relationship between R&D volumes and financial position. Atzeni and Piga (2005) find analogous results and after splitting the overall sample, focusing on the top-R&D performers, they suggest the presence of an inverted-U shape in the relationship between R&D investment and the probability to be credit constrained.   

However, the ascertainment of an univocal causal nexus between financial position and R&D investment decisions is still unclear and the cross-sectional nature of the data does not allow to test for causality nexuses.  Independently of the specific hypothesis, what is relevant for our study is that the data highlight the presence of a disproportionate composition of financial sources to sustain R&D investment activities, with a prominent role of self-financing. Even if we are not able to disentangle how much the above evidence is due to a particularly conservative investment behavior of managers, rather than a limited capability of financial intermediaries in assessing the expected cash flows from R&D investments, the fact that standard financial ratios are strictly linked to credit rationing poses some relevant concerns. In fact, in such context, it might be the case that the introduction of the new rules imposed by the Basel II Capital Accord will further indirectly affect the provision of finance for innovation. Under the hypothesis of limited observability of the actual intensity of R&D effort within the companies, the new rules might produce a negative impact on innovative SMEs if the latter show higher default probability, based on standard observable financial variables. 
The remaining of the section is then dedicated to an analysis of such potential impacts through a simulation on our sample of companies.     

A simulation on the expected  effects of New Basel Capital Accord 
As outlined in section 2, in order to implement the methodology introduced in the new Accord,  banks will have to estimate their own probability of default for each potential borrower. Then, the distribution of borrowers among different rating classes will determine the overall capital requirements for the bank. Since we do not have access to the proprietary algorithms used by Italian banks to estimate the probabilities of default, and we do not dispose of a sample of defaulted/non defaulted companies, in order to compute default probabilities we need to refer to a set of published models. Such models are generally based on financial accounting ratios. A large number of financial ratios have been proposed in the literature. Courtis (1978) made an attempt to classify the variables which were more useful in predicting bankruptcy and identified 79 financial ratios. Chen and Shimerda (1981) realized that out of more than 100 financial items almost 50% were found significant  in at least one empirical study. Following this early approaches, we attempt at producing a similar taxonomy with a fewer number of studies, from which we selected the two models of interest to our analysis (see Annex 1). The chosen models are those by Shumway (1999) and Altman and Sabato (2005), which seem to fit relatively better to the specific characteristics of our sample. A major problem in the selection of public models for the computation of default probabilities is related to the fact that most of them include among their variables either the market value of the companies (which we do not have since none of our firms is listed on a stock market) or the amount of retained earnings (which cannot be derived from Italian balance sheet data). Shumway (1999) develops an hazard model for a sample of firms (3182 firms with 300 bankruptcies). The study by Altman and Sabato (2005) focuses on the Italian economy and is based on data from the Bank of Italy on 20,193 SMEs. In the table below we report the financial ratios used in the two studies.
Table 8 List of variables used in Shumway (1999) and  Altman and Sabato (2005)
	
	Shumway (1999)
	Altman and Sabato (2005)

	Leverage
	Total Liabilities / Total Assets
	Debt/Equity

	
	
	Bank Debt/ (Total Assets – Bank Debt)

	
	
	Long Term Liabilities / Total Assets

	Profitability
	Net Income/Total Assets
	Economic Value Added/Total Assets

	Liquidity
	Current Assets / Current Liabilities
	Cash Flow/Total Assets

	
	
	Tangible Assets/Total Assets

	
	
	Accounts Payable/ Total Assets

	
	
	Long Term Bank Debt/Bank Debt

	Other
	Log(Age)
	


We used the above models to predict the one-year probability of default of each company, on the basis of 2003 balance sheet data. We then proceeded to a classification of firms within rating classes. Given that banks must comply with the Basel II requirement (June 2004, par. 404) of having a minimum of seven borrower grades, we adopted the S&P rating system with a scale of 21 levels.  We then assigned each company to a specific rating class on the basis of the previously computed default probability. In the next table we show our results. The distribution of companies is strongly concentrated, for both probabilities of default, in the classes going from B- to BB+, which account for nearly half of the sample. Such evidence confirms some previous results from studies which have specifically analyzed Italian SMEs
. 
Table 9-Distribution of companies across bond-equivalent rating classes for S&P.
	
	One-Year Probability of default and Bond Equivalent Ratings

	
	Default probability
	Number of firms and percentage

	
	%
	Shumway (1999)
	Altman and Sabato (2005)

	AAA
	0.02
	0
	0.00%
	0
	0.00%

	AA+
	0.03
	1
	0.05%
	0
	0.00%

	AA
	0.04
	3
	0.14%
	0
	0.00%

	AA-
	0.05
	6
	0.28%
	3
	0.14%

	A+
	0.07
	5
	0.23%
	4
	0.18%

	A
	0.09
	11
	0.51%
	7
	0.32%

	A-
	0.14
	7
	0.32%
	14
	0.65%

	BBB+
	0.21
	39
	1.80%
	10
	0.46%

	BBB
	0.31
	63
	2.91%
	31
	1.43%

	BBB-
	0.52
	160
	7.38%
	54
	2.49%

	BB+
	0.86
	232
	10.70%
	296
	13.65%

	BB
	1.43
	343
	15.82%
	591
	27.26%

	BB-
	2.03
	320
	14.76%
	445
	20.53%

	B+
	2.88
	385
	17.76%
	153
	7.06%

	B
	4.09
	356
	16.42%
	273
	12.59%

	B-
	6.94
	175
	8.07%
	198
	9.13%

	CCC+
	11.78
	29
	1.34%
	33
	1.52%

	CCC
	14
	9
	0.42%
	25
	1.15%

	CCC-
	16.7
	3
	0.14%
	7
	0.32%

	CC
	17
	6
	0.28%
	9
	0.42%

	C
	18.25
	10
	0.46%
	15
	0.69%

	D
	20
	5
	0.23%
	0
	0.00%

	TOT
	
	2168
	100.00%
	2168
	100.00%


From the data reported in the above table it is evident that the specific model adopted for evaluating probabilities of default is likely to significantly affect final results. For this reason, in the following analysis, we will treat separately data coming from the two models presented for the estimation of default probabilities. The next step of our analysis was to investigate the effects of Basel II on bank capital requirements for small and medium sized enterprises, operating a discrimination on those firms that are involved in innovation activities and others that are not.
Our initial simulation is based on the assumption that banks will use the IRB Foundation approach. Analogously to some previous studies (Schwaiger, 2002), we assume a fixed Loss Given Default of 45%, as it is suggested in the Foundation IRB approach
 for senior loan exposures (Basel Accord - June 2004, par. 287), and we use the percentage of firms in each rating class as weight for capital requirements. Moreover a maturity of 3 years is assumed. Since in our simulation we consider all SMEs as corporate (in fact our sample consists of firms with turnover €5-50 million), we had to make an additional assumption on the amount of sales to be used for the size adjustment.  Below we report the calculation used to compute capital requirements for each rating class, which is then cumulated to obtain the overall capital requirement for a bank that is able to fully diversify its portfolio across all the analyzed companies. Firstly, each company has been associated to the upper level of probability of default (PD) corresponding to the rating class in which it has been included. We then computed, for each class, the average level of turnover (S) of the included companies in year 2003, which is used, according to the Basel II requirements, to rescale capital requirements. We then computed for each class the correlation parameter R:

R=0.12*(1-EXP(-50*PD))/(1-EXP(-50))+0.24*(1-(1-EXP(-50*PD))/(1-EXP(-50)))-0.04*(1-(S-5)/45)








(1)
We also calculated the maturity adjustment parameter B, which generates a negative correlation between the probability of default and the length of the loans (which will be fixed in our simulation to three years):

B =(0.11852-0.05478*Ln(PD))^2 






(2)
Given the above parameters we calculated capital requirements (K) for each rating class according to the following formula:

K=(LGD *N((1 -R)^-0.5 *G (PD) + (R / (1 - R))^0.5 * G(0.999)) - PD * LGD) * (1 - 1.5 * b)^ -1 * (1 + (M - 2.5) * B) 






(3)
In the above expression Ln denotes the natural logarithm, N(x) the cumulative distribution function for a standard normal random variable and G(z) the inverse cumulative distribution function for a standard normal random variable, M is the debt maturity. Finally, cumulated capital requirements are calculated by multiplying the level (K) for the weight of the specific rating class with respect to the whole sample of companies (WEIGHT). Given the impossibility to observe the actual amount of loans for each company, we had to weight each rating class just on the basis of the incidence of the number of firms. Incidentally, this approach has been adopted in all the previous studies which have tried to assess the potential impact of the Basel Accord rules.

In the following table we report our results. Total capital requirement for SMEs with turnover between €5-50 millions is on average 8.52% according to the Shumway (1999) probability of default and 8.66% according to the Altman and Sabato (2005)  probability of default. Hence, the results suggest that when considering the overall sample of companies, the aggregated capital requirements do not differ substantially from the level of 8% fixed before the introduction of the new rules of the Basel II Capital Accord. 
Table 10-Computation of capital requirements for the Shumway (1999) distribution of probabilities of default.
	
	PD
	Number

Firms
	WEIGHT
	R
	B
	K
	Capital Requirements (Cumulated)

	AAA
	0.0002
	0
	0
	0.216584
	0.342332
	0.009294438
	0.00%

	AA+
	0.0003
	1
	0.000461
	0.215991
	0.316834
	0.011732791
	0.00%

	AA
	0.0004
	3
	0.001384
	0.215402
	0.299342
	0.013855412
	0.00%

	AA-
	0.0005
	6
	0.002768
	0.214815
	0.286115
	0.015762147
	0.01%

	A+
	0.0007
	5
	0.002306
	0.21365
	0.266737
	0.01912502
	0.01%

	A
	0.0009
	11
	0.005074
	0.212497
	0.252706
	0.022062467
	0.02%

	A-
	0.0014
	7
	0.003229
	0.209665
	0.228957
	0.028209823
	0.03%

	BBB+
	0.0021
	39
	0.017989
	0.205817
	0.208195
	0.035030523
	0.09%

	BBB
	0.0031
	63
	0.029059
	0.200548
	0.18918
	0.042634552
	0.22%

	BBB-
	0.0052
	160
	0.073801
	0.190304
	0.165334
	0.054043788
	0.62%

	BB+
	0.0086
	232
	0.107011
	0.175839
	0.143681
	0.065834304
	1.32%

	BB
	0.0143
	343
	0.15821
	0.156481
	0.12334
	0.077387589
	2.55%

	BB-
	0.0203
	320
	0.147601
	0.141266
	0.110227
	0.084861162
	3.80%

	B+
	0.0288
	385
	0.177583
	0.126209
	0.097872
	0.092381131
	5.44%

	B
	0.0409
	356
	0.164207
	0.113303
	0.086219
	0.101182153
	7.10%

	B-
	0.0694
	175
	0.08072
	0.101512
	0.070048
	0.120277
	8.07%

	CCC+
	0.1178
	29
	0.013376
	0.09811
	0.055546
	0.147007189
	8.27%

	CCC
	0.14
	9
	0.004151
	0.097887
	0.051177
	0.156189395
	8.33%

	CCC-
	0.167
	3
	0.001384
	0.097806
	0.0469
	0.165042309
	8.36%

	CC
	0.17
	6
	0.002768
	0.097802
	0.046478
	0.165885839
	8.40%

	C
	0.1825
	10
	0.004613
	0.097791
	0.044817
	0.169126272
	8.48%

	D
	0.2
	5
	0.002306
	0.097783
	0.042719
	0.17297094
	8.52%

	Cumulated
	2168
	
	
	
	
	8.52%


Table 11-Computation of capital requirements for the Altman and Sabato (2005) distribution of probabilities of default.
	
	
	
	WEIGHT
	R
	B
	K
	C (Cumulated)

	AAA
	0.0002
	0
	0
	0.216584
	0.342332
	0.009294438
	0.00%

	AA+
	0.0003
	0
	0
	0.215991
	0.316834
	0.011732791
	0.00%

	AA
	0.0004
	0
	0
	0.215402
	0.299342
	0.013855412
	0.00%

	AA-
	0.0005
	3
	0.001384
	0.214815
	0.286115
	0.015762147
	0.00%

	A+
	0.0007
	4
	0.001845
	0.21365
	0.266737
	0.01912502
	0.01%

	A
	0.0009
	7
	0.003229
	0.212497
	0.252706
	0.022062467
	0.01%

	A-
	0.0014
	14
	0.006458
	0.209665
	0.228957
	0.028209823
	0.03%

	BBB+
	0.0021
	10
	0.004613
	0.205817
	0.208195
	0.035030523
	0.05%

	BBB
	0.0031
	31
	0.014299
	0.200548
	0.18918
	0.042634552
	0.11%

	BBB-
	0.0052
	54
	0.024908
	0.190304
	0.165334
	0.054043788
	0.24%

	BB+
	0.0086
	296
	0.136531
	0.175839
	0.143681
	0.065834304
	1.14%

	BB
	0.0143
	591
	0.272601
	0.156481
	0.12334
	0.077387589
	3.25%

	BB-
	0.0203
	445
	0.205258
	0.141266
	0.110227
	0.084861162
	4.99%

	B+
	0.0288
	153
	0.070572
	0.126209
	0.097872
	0.092381131
	5.65%

	B
	0.0409
	273
	0.125923
	0.113303
	0.086219
	0.101182153
	6.92%

	B-
	0.0694
	198
	0.091328
	0.101512
	0.070048
	0.120277
	8.02%

	CCC+
	0.1178
	33
	0.015221
	0.09811
	0.055546
	0.147007189
	8.24%

	CCC
	0.14
	25
	0.011531
	0.097887
	0.051177
	0.156189395
	8.42%

	CCC-
	0.167
	7
	0.003229
	0.097806
	0.0469
	0.165042309
	8.47%

	CC
	0.17
	9
	0.004151
	0.097802
	0.046478
	0.165885839
	8.54%

	C
	0.1825
	15
	0.006919
	0.097791
	0.044817
	0.169126272
	8.66%

	D
	0.2
	0
	0
	0.097783
	0.042719
	0.17297094
	8.66%

	Cumulated
	2168
	
	
	
	
	8.66%


All the previous empirical analysis which have investigated the effects of the Basel Accord have mainly tackled aggregated capital requirements, while we proceed by focusing on the specific issue of innovation activities.  For this reason, in the second part of the simulation exercise, we split our sample of firms according to a specific measure which should capture their degree of innovation and then compare the cumulated capital requirements for the obtained sub-sample. To the extent that including in the portfolio of borrowers those companies which are involved in innovation activities would generate an increase in capital requirements, then one might argue that the bank could either charge higher interest rates to those companies in order to compensate the higher capital requirements or simply deny credit to them. In principles,  banks might be able to operate a distinction between innovative and non-innovative firms. However, the actual assessment of the characteristics and intensity of innovation effort represents a rather difficult task, given the limited accountability of R&D activities and the well known problems related to disclosure incentives by innovative companies. In such context, it is likely for a bank to mainly refer to standard financial and expected profitability measures to evaluate default probabilities which in turn will determine risk classification and capital requirements’ needs.  Following this rational, in the table below we compute capital requirements for the sub-sample of companies which declared in the survey of having been involved in  product innovation. 
Table 12-Computation of capital requirements for the Shumway and Altman distributions of probabilities of default, for the sub-sample of companies involved in product innovation
	
	
	Shumway
	Altman

	
	PD
	
	Weight
	C 
	
	Weight
	C

	AAA
	0.0002
	0
	0
	0.00%
	0
	0
	0.00%

	AA+
	0.0003
	1
	0.001052
	0.00%
	0
	0
	0.00%

	AA
	0.0004
	3
	0.003155
	0.01%
	0
	0
	0.00%

	AA-
	0.0005
	4
	0.004206
	0.01%
	3
	0.003155
	0.00%

	A+
	0.0007
	3
	0.003155
	0.02%
	2
	0.002103
	0.01%

	A
	0.0009
	7
	0.007361
	0.03%
	4
	0.004206
	0.02%

	A-
	0.0014
	5
	0.005258
	0.05%
	5
	0.005258
	0.03%

	BBB+
	0.0021
	11
	0.011567
	0.09%
	3
	0.003155
	0.04%

	BBB
	0.0031
	21
	0.022082
	0.18%
	9
	0.009464
	0.08%

	BBB-
	0.0052
	78
	0.082019
	0.63%
	12
	0.012618
	0.15%

	BB+
	0.0086
	87
	0.091483
	1.23%
	75
	0.078864
	0.67%

	BB
	0.0143
	101
	0.106204
	2.05%
	207
	0.217666
	2.36%

	BB-
	0.0203
	147
	0.154574
	3.36%
	198
	0.208202
	4.12%

	B+
	0.0288
	161
	0.169295
	4.93%
	87
	0.091483
	4.97%

	B
	0.0409
	202
	0.212408
	7.08%
	141
	0.148265
	6.47%

	B-
	0.0694
	90
	0.094637
	8.21%
	153
	0.160883
	8.40%

	CCC+
	0.1178
	16
	0.016824
	8.46%
	22
	0.023134
	8.74%

	CCC
	0.14
	4
	0.004206
	8.53%
	18
	0.018927
	9.04%

	CCC-
	0.167
	1
	0.001052
	8.54%
	3
	0.003155
	9.09%

	CC
	0.17
	2
	0.002103
	8.58%
	4
	0.004206
	9.16%

	C
	0.1825
	5
	0.005258
	8.67%
	5
	0.005258
	9.25%

	D
	0.2
	2
	0.002103
	8.71%
	0
	0
	9.25%

	
	951
	
	8.71%
	951
	
	9.25%


The results show the presence on average of an increase in bank’s capital requirements when considering only a portfolio of innovative SMEs. Such change turns to be relatively larger, but always less than 100 basis points, also in the case of the Altman and Sabato (2005) probability of default. However, it is important to stress that the sub-sample of companies involved in R&D activities might be in principle endowed by a relatively smaller amount of tangible assets to secure the loans. Since the above computations have been operated according to an LGD equal to 45%, in the following table we perform a sensitivity analysis with respect to this parameter. In fact, to the extent that R&D activities are firm-specific and generate assets which are often non re-deployable in case of firm’s default, the actual LGD might be higher than the one previously assumed.
Table 13-Cumulated capital requirements with respect to different average levels of Loss Given Default, sample of 951 companies involved in product innovation
	Average LGD
	Shumway (1999)
	PD Altman and Sabato (2005)

	45%
	8.71%
	9.25%

	55%
	10.64%
	11.31%

	65%
	12.57%
	13.36%

	75%
	14.51%
	15.42%


The above data clearly highlight the elevated sensitivity, according to the methodology defined in the Basel II Accord, of capital requirements to changes in the average LGD. We claim that this feature might exert a major impact, particularly for smaller innovative companies which are endowed with a still limited amount of collateralisable assets. In this perspective, the new rules might exacerbate a phenomenon, namely credit rationing related to the lack of tangible assets, which has been largely proved in previous empirical analysis on financial constraints and innovation activities (Scellato, 2006). 

In table 17, we carried out a sensitivity analysis with respect to the assumed maturity of debt. Also in this case, given all other variables, an increase in the average debt maturity causes an increase in capital requirements which goes beyond the level of 8%. However, for this latter variable it is less obvious the specific impact on the provision of finance for companies involved in innovation activities. Nevertheless, it is worth recalling two aspects which to some extent might indeed be related to debt maturity and R&D: first, in general R&D projects require a rather stable and smooth investment path along years; second, the amount of resources required to start R&D projects is likely to generate the need, particularly for less financially endowed company, to spam the debt over longer time windows.  

Table 14-Cumulated capital requirements with respect to different average levels of Loss Given Default, sample of 951 companies involved in product innovation
	Debt Maturity
	Shumway (1999)
	Altman and Sabato (2005)

	3 years
	8.71%
	9.25%

	4 years
	9.55%
	10.10%

	5 years
	10.39%
	10.96%

	6 years
	11.23%
	11.81%


6. Discussion

In this paper we have investigated the relationship between traditional credit suppliers and SMEs in Italy, using recent survey data from the Mediocredito database, and focusing on the specific issue of innovation activities. In particular we have performed an analysis of the expected impact of the new Basel Accord rules on banks’ capital requirements, which in turn might affect lending strategies for different kinds of borrowers. 

In order to give a correct interpretation of final results it is fundamental to consider the statistical evidence deriving from the analysis of the financial sources for investments for our sample of 2168 SMEs. In recent years, among the potential sources, self-financing accounts for a share of 47% in case of standard investments, while such percentage rises to 79% in case of R&D investments. Such evidence calls for a deeper reflection on the actual dynamics affecting the relationship between R&D investment and the banking sector, at least for this typology of companies. In this perspective, the results emerging from our probit models suggest a somehow counterintuitive situation. 

The different proxies used to map the presence of innovation activities, through dummy variables, show significant effects on the probability that the company declares the need of additional financial resources. At the same time, when moving to an analysis of the impact of R&D intensity measures, we find a negative and non significant impact. Such evidence might be interpreted according to different perspectives. On one side, one might argue that, considering the summary data about the financial sources for R&D investment previously presented, the companies characterized by higher R&D intensities are those with a better financial position and profitability. Hence, these firms do not require additional financial resources for the simple reason that they entirely build R&D investment strategies on the availability of internal resources. Put differently, the results might be the reflection of a high degree of risk aversion by company managers which delay R&D investments until a sufficient amount of internal financial resources are available. On the other side, one might suggest that the non-significance of the coefficient related to different measure of R&D activity is due to the limited accountability of intangible assets, the potential impact of which is in turn underestimated by the provider of financial resources. Therefore, the standard financial accounting ratios based on tangible assets would nearly completely govern the decision of banks in granting credit. Even if we are not able to disentangle how much the above evidence is due to a particularly conservative investment behavior of managers, rather than a limited capability of financial intermediaries in assessing the expected cashflows from R&D investments, the fact that standard financial ratios are strictly linked to credit rationing poses some relevant concerns. In fact, in such context, it might be the case that the introduction of the new rules imposed by the Basel II Capital Accord will further indirectly affect the provision of finance for innovation.

The results of our simulations suggest that when considering the overall sample of companies, the aggregated capital requirements do not differ substantially from the level of 8% fixed before the introduction of the new rules of the Basel II Capital Accord.

When restricting the analysis to the sub-sample of companies involved in product innovation, the results show the presence on average of an increase in banks’ capital requirements, which is never larger than 100 basis points. The impact of such a shift on the actual price of capital charged to companies is difficult to be estimated. However, when moving to a sensitivity analysis with respect to the Loss Given Default parameter used to compute capital requirements, we obtain a significant increase in them for relatively small changes in LGD. This particular feature might generate a net disincentive for the financing of these companies which are endowed with a more limited amount of collateral assets. 

In our analysis of the effects of the Basel Capital Accord on banks’ capital requirements, we used two different methods to estimate each firm’s probability of default, which is indeed the key parameter to compute banks’ capital requirements. The results obtained turn to be rather sensitive to the specific methods used. For this reason the future development of this research will be mainly devoted to an extension of the models used to estimate firms’ probability of default, including besides financial accounting ratios also a proper set of qualitative and industry-specific variables.
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ANNEX  1
In the following table we summarize the most important accounting ratios that have been proposed in the literature to predict default probabilities, grouped according to popular credit risk factors. 
  Table 18- List of main accounting ratios proposed in the literature

	Accounting Ratios
	credit risk factor
	literature

	Liabilities / Assets  
	Leverage
	a, b, f, g

	Equity / Liabilities 
	Leverage
	E

	Equity/ Debt
	Leverage
	H

	Debt / Equità
	Leverage
	D

	Liabilities / Tangible Assets 
	Leverage
	a,

	Long term Liabilities / Assets 
	Leverage
	a,b,d

	Bank Debt / Assets 
	Leverage
	i, l

	Bank Debt / Net worth
	Leverage
	I

	Bank Debt/(Assets - Bank Debt)
	Leverage
	D

	Short Term Bank Debt / Equity 
	Leverage
	C

	Bankdebt / Liabilities 
	Leverage
	A

	EBITDA / Interest Expenses 
	Debt Coverage
	C

	EBIT/ Interest Expenses
	Debt Coverage
	I

	Cash flow / Debt
	Liquidity
	i, l

	Cash Flow / Interest expenses
	Liquidity
	I

	Current Assets / Assets
	Liquidity
	a,b,i 

	Current Assets / Current Liabilities
	Liquidity
	a,b, f, i

	Current Assets / Liabilities 
	Liquidity
	A

	Tangible Assets/Assets
	Liquidity
	d, i

	Working Capital / Assets
	Liquidity
	a,b,e, g,h

	Long term bank debt / Bank debt
	Liquidity 
	D

	Current Liabilities / Assets 
	Liquidity
	A

	Current Liabilities / Current Assets 
	Liquidity
	G

	Current Liabilities / Total debt
	Liquidity
	I

	Accounts Payable/Assets
	Liquidity
	D

	Cash / Current Liabilities
	Liquidity
	a,b,i

	Cash / Net Sales
	Liquidity
	a, i

	Cash / Assets
	Liquidity
	a,b,c,d, i

	Working Capital / Current Liabilities
	Liquidity
	A

	Working Capital / Net Sales
	Liquidity
	a,b

	Current Assets / Net Sales
	Liquidity
	a, i

	Quick Assets / Net Sales
	Liquidity
	A

	Quick Ratio
	Liquidity
	a,b, 

	Inventory / Net Sales 
	Activity
	a,b

	Accounts Receivable / Net Sales 
	Activity
	b, i

	(Accounts Receivable+inventory)/Assets
	Activity
	I

	Accounts Receivable / Liabilities 
	Activity
	A

	Accounts Receivable / Inventory 
	Activity
	a, i

	Net Sales / Assets  
	Turnover
	a,b,h, i

	Operating Income / Assets 
	Turnover
	B

	Operating Income/Liabilities
	Turnover
	G

	Net Income/ Assets
	Turnover
	f, g

	EBIT / Assets
	Profitability 
	a, e, h, i

	EBITDA / Assets
	Profitability 
	c, l

	EBIT / Net Sales 
	Profitability 
	a,

	Economic value added/Assets
	Profitability 
	d,

	Net Income / Assets
	Profitability 
	a, b, i

	Net Income / Net Worth
	Profitability 
	i,

	Net Income / Net Sales
	Profitability 
	a, i

	Retained Earnings / Assets
	Profitability 
	a,b,c, e,h

	% change in sales
	Growth Rates
	I

	% change in ROA
	Profitability rates
	I


	Chen and Shimerda (1981)
	a
	Shumway (2001)
	f

	Kahya and Theodossiou (1999)
	b
	Ohlson (1980)
	g

	Altman and Sabato (2006)
	c
	Altman (1968)
	h

	Altman and Sabato (2005)
	d
	Platt and Platt (1990)
	i

	Altman (1993)
	e
	Beaver (1966)
	l
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� The data provided by AIFI (Italian Private Equity and Venture Capital Association) for the years following the stock market bubble in 2000 highlight that in the Italian market the share of Venture Capital investments in the early stage phase has heavily declined. While in 2000 an amount of €540 mln was invested, investments fell to €59 mln in 2003 and to €30 mln in 2005.


� For country level analyses see Rajan and Zingales (1998) and Guiso et al. (2004). For an analysis of the Italian context at provincial level see Benfratello et al. (2006). 


� See Hall (2002) for a review on this theme.


� See Altman and Sabato (2005), Schwaiger (2002), Saurina and Trucharte (2004)


� Typically, banks use credit scoring models to determine a borrower’s loan default probability. With Basel II  they are encouraged to systematically assess borrowers’ risk, according to an internal ratings-based approach (IRB), subject to the meeting of specific criteria and to validation by the relevant national supervisory authority.


� According to the “pecking order theory of financing” firms face a hierarchy of financial sources in terms of costs. They prefer to use internal funds first, then external debt and finally external new equity to fund investments. The latter form of financing is in fact subject to elevate lemon’s premia since shareholders are reluctant to issue new stock because they believe that management is acting on behalf of the existing shareholders and, as a consequence, the firm is expected to be overvalued.


� Fazzari et al. (1988) proposed to address this problem by comparing different groups of firms, which were supposed to face, a priori, a different degree of financial constraints.


� See Basel Committee on Banking Supervision (1988)


� The standardized approach represents an updated version of the risk-weighting scheme set out in the original 1988 Agreement. This approach is likely to be adopted by less sophisticated banks which do not dispose of the historical data on their loan portfolio performance that are necessary to comply with the requirements imposed for the IRB approach.


� The PD is the probability of default of a borrower over a one-year horizon. LGD, which is the complement to one of the recovery rate, is determined considering the specific features of the operation. EAD is the � HYPERLINK "http://www.riskglossary.com/articles/credit_risk.htm" �credit exposure� on the obligation at the time of default. 





� The main difference with the final Basel II formulas is that expected losses (PD*LGD) are not subtracted from the capital requirements.


� It is remarkable that there is not a worldwide uniform and accepted criterion to determine when a firm is large, medium-sized or small. Criterions vary from country to country and within common economic zones (EU, USA), as well as the economic measures to establish their definitions (number of employees, total assets, annual turnover..). According to Basel II, a SME is a firm with less than €50 million of annual sales.


� The ATECO classification is provided by ISTAT and is similar to the international SIC classification.


� In the questionnaire Research and Development is defined as “ a creative activity which is undertaken with the aim of increasing knowledge and using it to create new applications, like technologically new or improved products and processes.”


� A similar definition can be found in Angelini et al. (1998), Angelini and Generale (2005), Bagella et al. (2001). Jappelli (1990) and Duca and Rosenthal (1993) define credit constrained firms analogously from the Survey of Consumer Finances.


� Atzeni and Piga (2005) treat this combination of questions in the survey by implementing a bivariate probit model accounting for sample selection. However, with our specific data this modelling approach do not seem to provide robust results. 


� See for example the study carried out by Unioncamere in 2004. 65% of the firms considered in the study is reported to belong to rating classes ranging from BBB- and BB-.


� The LGD is the share of the loan which is lost by the bank in case of default.
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